
Abstract 

We have studied the effects of different kinds of 
analytic tools on the behavior of people doing 
rapid large-volume data assessment, analysis and 
organization.  The studies reported here contrast 
the micro-structure details of automated cluster-
ing techniques, the use of standard timeline and 
cluster visualization methods, alongside desktop 
paper sorting and piling.  We show that the 
“natural” methods people use (with piles of pa-
per news articles) are in fact fairly sophisticated 
and have a subtlety that is lacking in current 
computer interfaces.  We analyzed the detailed 
time and performance behaviors of subjects 
when using several different computer-based 
tools to cluster the document corpus, finding that 
several key steps are both slower and less facile, 
leading to an overall diminution in the user’s 
ability to work through the corpus in a set 
amount of time.  This analysis shows that the 
lack of expressiveness and responsiveness in 
current interface designs dramatically limits hu-
man performance, suggesting ways in which the 
next generation of analytic tools must evolve in 
order to be useful for large volume / complex 
analysis tasks. 

1. Introduction 
Sensemaking for analysis tasks can be seen as the process 
of creating a representation of a large volume of informa-
tion that allows the analyst to perceive structure, form 
and content within a given corpus. This kind of task—
large corpus understanding—is a fairly typical analysis 
task in a number of intelligence and business settings.  
We are especially interested in what people do when 
faced with sensemaking tasks that use large document 
collections:  such tasks seem to be central to many kinds 
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of intelligence analysis tasks in both governmental and 
business domains. 
 When people need to rapidly make sense of a large 
document collection they usually begin by skimming the 
documents and organizing the collection into temporary 
groups (clusters).  This sensemaking behavior gives a 
quick overview of the contents, while creating a fast, 
easy to use representation for organizing and accessing 
the accumulated contents.  In this study we contrast the 
time and effort subjects put into sensemaking of docu-
ment collections for both manual manipulations of physi-
cal documents and when using online clustering tools. 
Our close analysis of how people spend their time when 
working with the documents, the representations they 
make, and the way they choose to spend their time de-
fines our cost structure model of analyst behavior.  The 
characteristicswe find in the underlying model suggest 
that basic task structure of human sensemaking is very 
sensitive to the design and costs of using online tools.   
 A common assumption is that almost any kind of auto-
mated assistance will improve human performance.  We 
began this series of studies with this naïve assumption as 
well.  As we found out, in many cases, tools that are not 
well-designed to match human capabilities can actually 
slow down performance, particularly when used in stress-
ful conditions. We expected visualization tools and 
automatic clustering to help, but they didn’t in every 
case.  Why?  

2. Background 
As shown in our earlier work, sensemaking is the process 
an analyst goes through when trying to collect, organize 
and represent the content of a document corpus.  [Rus-
sell, et al., 1993]  As described in that earlier work, sen-
semaking is intrinsically iterative and creative as the ana-
lyst works through content, iterating both to restructure 
the available content (including or excluding content), as 
well as to create representations of the content for organ-
izational and inferential reasons.    
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 The sensemaking process is one that has several dis-
tinct activities within it, each characterized by a set of 
behaviors, each behavior having a cost (in time or en-
ergy) and expected utility as the analyst looks for addi-
tional information, considers alternative representations 
or organizations of the material, and evaluates the value 
of a document to the interpretation that is being con-
structed.  
 In many analysis situations sensemaking characterizes 
a great deal of the work of analysts as they maintain 
background situation awareness and transition into tasks 
that answer specific analysis requests.   
 Our goal is to understand how people come to under-
stand a collection of materials—in particular, what the 
effects of tools and methods are on the people who use 
them to organize materials and draw value from them.  
Here we focus on basic principles of organizing tools—
contrasting information visualizations, paper piling, and 
automatic e-clustering tools.  This work is not an attempt 
to find the single best tool or to provide an evaluation, 
but to find basic truths about how people organize their 
materials and the ways they interact with those materials.   

3. Native Behaviors: Piles & Clusters  
While there have been a number of studies of the ways in 
which people create and use piles of personal information 
[Malone, 1983; Soper, 1976], and a number of systems 
implemented to give piling capability to computer users 
[Mander, et al., 1992; Wellner, 1993; Shen, et al., 2003; 
Bauer, et al., 2005; Ashdown and Robinson, 2005], there 
has been remarkably little attention paid to the details of 
this behavior.  People who pile, and the computer sys-
tems that support them, are simply assumed to be helpful 
as natural extensions of the way people natively work 
with document collections.   
 There are two notable exceptions: Barreau and Nardi’s 
work [1995] considers ways people manage electronic 
documents at work. They identified three types: ephem-
eral, working and archived documents.  Their study high-
lighted the overhead costs involved in managing individ-
ual hierarchies, such as laying out icons on the desktop 
and filing email messages into folders.  
 Pirolli and Card [1999] analyze the operations of a 
business intelligence office by examining document 
flows from pile to pile and throughout the office space.  
In this case, piles have fairly well-specified semantics 
and preserve their identity within an analytic framework 
over time.   
 A consistent finding among these studies is that action 
items associated with ongoing tasks are most readily at 
hand, often in stacks and piles on office surfaces, while 
personal archives are located within fairly quick access, 
while archival information is stored or available at fur-
ther distances at greatest costs in time and effort.  This 
suggests that even in commonplace settings, people are 
acutely aware of the costs of document access, and struc-
ture their environments to reduce the overall use costs.   

3.1 Specific Cost Structures 
People who create piles or use document browsing tools 
are subject to many kinds of costs in their use.  Even 
piled documents, which we tend to think of as an essen-
tially unsophisticated operation, has an associated set of 
skilled techniques that are often used to organize and 
encode knowledge about their internal contents and struc-
ture.  [Kirsh, 1977; Malone, 1983] 
 Thus, even simple piles can be thought of as represen-
tational structures that are especially useful in intelli-
gence analysis tasks where the structure of the document 
corpus may not be known, and the task can vary tremen-
dously from day to day.  What kind of costs do particular 
tools incur?  
  All representational structures have a set of things 
they do well to support a task, and contrariwise, a set of 
things that are difficult or nearly impossible to do.  
[Zhang, 1997]  For the kinds of sensemaking tasks we 
consider here, the relative cost structures of reading, 
browsing, finding instances of data, creating representa-
tional structures (even something as simple as an orga-
nizing pile) are all potentially significant costs in the 
overall performance of the analyst.  [Russell, et al., 1993]   

3.2 Paper vs.  Computer-based Documents 
There are tradeoffs that are made in the choices of analy-
sis tools, methods and operations—although users tend to 
be less aware of the tradeoffs than they are of the day-to-
day frustrations of use.   
 For instance, paper-based analysis methods have much 
to recommend them:  paper documents allow for very fast 
and simple highlighting, annotation and pile-style organ-
izational structures.  Paper collections can be easily ma-
nipulated, and in general, the use of paper collections 
reduces the overall level of distractions (few paper col-
lections suddenly break with an illegal operation).   Paper 
even affords a degree of multiple categorization, as a 
document can be placed midway between existing piles 
to indicate a measure of joint membership.  
 By contrast, electronic filing and clustering systems 
can handle extremely large quantities of documents, scal-
ing far better into thousands and millions of documents 
without overtaking physical space and capacity.  E-
documents can be searched and clustered automatically, 
with explicit methods for multiple categorizations.   
 However, computer-based clustering methods are not 
cost free—they may be fast, but the end-user still needs 
to spend time understanding what the clustering system 
has done, evaluating whether or not it reveals a structure 
that makes sense, and if not, then the user begins a poten-
tially long and complex negotiation with the system to 
correct the misalignment between human conception and 
e-clustering organizations.   
 Ultimately, our goal is to understand the basic charac-
teristics of what helps analysts understand the content of 
a corpus, independent of the tools used.  So we began a 
series of studies to get at the varying effects of tool use 
on the analysis process.  



4. The Studies 
In this section we relate three studies that we conducted 
to understand the detailed cost structure of people doing 
analysis tasks on large document corpora.  We describe 
each study, then give a brief analysis of the results, fol-
lowed by a rationale for the next investigation.   
 We began our studies with an assumption so basic that 
it seemed to scarcely merit investigation: that computer-
based visualizations would help one understand a large 
document corpus.  Yet when we ran this first experiment, 
the results were surprising. 

4.1  Study #1: Visualizations for Grokking 
We believe that we need to understand sensemaking in 
realistic (end-to-end) information understanding tasks.  
Towards this goal, we studied how people performed 
when faced with more documents than could be read in 
the allotted time.  We call this the grokking experiment 
[Slaney & Russell 2005] as we measured the ability of a 
subject to grok, or deeply understand, a complex corpus.  
Performance was judged based on how much knowledge 
the subjects could internalize during the study period and 
was quantified by a written post-trial test.  Subjects  
(N=12) were shown representative questions (for a city 
not used in the assessment test) before the trials, and did 
not know the specific questions during the trial.   
 Subjects were given collections of 300 documents, 
each a news article from one of 6 large international cit-
ies. We asked each subject to study the collection of 
documents for a short period of time.  Then after either 5 
or 15 minutes we tested their understanding performance.  
The times were much too short to allow careful reading—
averaging between 1 to 3 seconds per document.  Sub-
jects had to read, form a mental model, internalize the 
information, and then be able to answer questions after 
the trial period. 
 Subjects saw the collection of documents in one of 
three different forms: paper, semantic and temporal.  In 
the paper form, each subject was presented with a bound 
collection of paper articles, numbering as many as 500 
pages. (The paper document collection was bound, mean-
ing that it could not be reorganized by the subject.)  For 
the semantic and temporal displays we created a tool, 
Grokker, that would show the data in one of two straight-
forward visualizations.  In the semantic display, small 
rectangular icons were laid-out on the screen based on a 
simple 2-dimensional latent-semantic indexing (LSI) cal-
culation.  In the temporal display, the documents were 
arrayed by publication date in reading order—with the 
earliest article at the upper-left corner of the screen and 
the latest article at the bottom right.  In both electronic 
presentations, when the mouse pointer was over one of 
the buttons, the first 100 words of the article were 
quickly displayed on the screen—a tooltip.  The user 
could click on the button to see the complete article in a 
new, separate window.  
 The results of the grokking study are shown in Figure 
1.  All subjects, as expected, started with some baseline 

knowledge about each city (that is, we measured their 
performance with time on task at zero minutes).  As they 
spent more time with the collection their scores, as meas-
ured by the number of questions they got right on a post-
reading testing, went up.   

 
Figure 1. Sensemaking performance (questions answered 
correctly) using three different browsing techniques.  

  
 We had anticipated that the electronic presentations 
would be significantly better than paper at aiding our 
subjects sensemaking. Both visualizations were designed 
to be simple, informative, and very fast and responsive.  
Both visualizations were intended to allow for fast skim-
ming of the document collection at an abstract level (by 
brushing over elements in the display), and letting users 
drill down (by clicking on the elements) to show the de-
tails of the article.  Yet subjects appear to be much better 
at understanding the material using a large bound collec-
tion of paper.  There are many possible reasons for this, 
including screen size and resolution, paper handling abil-
ity and overall familiarity with the paper medium.  Yet 
we were surprised at how the use of common visualiza-
tions did not seem to help much, and actually signifi-
cantly decreased performance at shorter (i.e., more pres-
sured) time intervals.  

4 .2  Study 2: Uses of Paper- & e-Clusters 
In a second study we observed how subjects (members of 
the IBM research staff well-versed in document handling 
and research methods) performed a less structured task: 
reading, organizing, and preparing a presentation about a 
collection of documents. We were interested in how peo-
ple browsed through the collection, organized the data, 
how they understood what was present, and what they 
wanted to read.  We wanted to understand the differences 
between the paper and the electronic presentations.  We 
video taped 10 subjects performing a task that was de-
scribed to each subject as follows:  
 

 Imagine you are an assistant of Jack, a senior analyst who 
gives advice on US’ foreign policy in Asia. Jack is currently 



working on a case related to Azerbaijan. He has about 100 
news articles in the period from 1994 to 1996. Jack wants 
you to find out what had happened in that two-year period. 
And he wants you to dig out the relationships among differ-
ent events, different countries, etc. He has given you 1.5 
hours to do the task. During the task, you are asked to 
write/draw down your findings and after the task, show them 
to Jack in a short 10 minute presentation. Please try to or-
ganize the findings in a way that is easy for others to under-
stand the complex issues, especially the rich relationships 
among events, countries, etc.   You may need to read some 
articles in detail in order to find subtle relationships. You are 
allowed to re-organize the articles in whatever way that 
helps your task. You are encouraged to bring out hypothe-
ses on various relationships and show evidence to support 
them or show the rationale behind your hypotheses.   
 

 We studied subjects using paper and two different 
electronic systems: eClassifier [Spangler, 2002] and 
SSIGS [Qu, 2003].  eClassifier is a commercial product 
that automatically clusters documents based on their se-
mantic contents and then displays the organized docu-
ments in a set of flat clusters.  SSIGS is a similar re-
search tool that was designed to support the sensemaking 
task by providing a framework for organizing searches 
and their results. In all cases subjects saw 100 newswire 
articles from the city Baku. 
 The electronic systems had a number of capabilities 
that were not possible with paper.  In our experiment, the 
eClassifier system initially clustered all 100 documents 
into 9 distinct clusters.  Users were then free to move 
documents around as they felt necessary.  With the 
SSIGS system, users could specify how many clusters 
they wanted: one of our users asked for 5 clusters and the 
other didn't use the clustering.  In both cases, documents 
were organized on the screen and users could view short 
titles before deciding which articles to read in depth.  In 
the statistics that follow we talk about skimming or hov-
ering time as the time users spent reading the title of an 
article.  (We judged this by asking users to point or talk 
about what they were reading.) 
 The interaction techniques were quite different be-
tween the paper and the eClassifier or SSIGS.  Figures 2 
and 3 captures some of these differences: documents 
could be moved easily and rapidly into piles, document 
summaries could be browsed much more quickly with the 
tooltip rollover technique.  Using the video of subject 
behavior we created during each test, we analyzed the 
actions of our subjects, measuring how long different 
activities took, and how often they were performed. 
 Most striking is how much easier some activities are 
than others, and how this changed people's behavior.  In 
the paper case, opening a document (picking it up from a 
pile of paper) is easier than with either electronic tool.  
This low cost / high ease of use is likely the reason that 
subjects read more articles on paper than they do elec-
tronically.  This is true even when one adds in the num-
ber of articles where the subject just skims the titles.  

Subjects read more when they can access more of a 
document more quickly. 
 This behavior is consistent with the ideas in Gray 
[2004] where subjects preferred using their imprecise 
memory of the task’s target state to taking the fraction of 
a second to check the data that was available on their 
screen (but perhaps partially occluded).  With some tools, 
moving a document is hard (in terms of time), so subjects 
found other ways to accomplish their sensemaking tasks.  
Perhaps keeping a mental model of where errant docu-
ments where, or adjusting their internal description of the 
cluster names to fit the organization provided by the elec-
tronic system. 

 
Figure 2. Time to read a new document in the paper set-
ting, and to open a new document in electronic systems. 
After selecting a document, electronic tools display the 
full document to the user. The counts below the graph 
show the number of documents that are skimmed (by look-
ing at the title summary in eClassifier and SSIGS, or the 
tooltip in Grokker), and the number of documents where 
the full article is displayed. 

4.3 Study #3: Redesign of Grokker  
In response to our subject's difficulties in Studies 1 and 
2, we re-designed the original application to reduce the 
cost of operations for which paper was easier. Grokker2 
facilitates both skimming and organizing the document 
collections.  Figure4 shows an image from the screen.  
 Grokker2 has four major changes to facilitate direct 
manipulation of the documents compared to the original 
tool: (1) Small iconic buttons have been replaced with 
larger buttons that contain the first few words from the 
article’s title. This is enough to give the user a sense for 
the document’s content without filling the entire screen.  
(2) Document icons are moveable. Users can quickly 
drag an icon anywhere on the screen: either to remove a 
document from consideration by moving it out of the 
way, or quickly sorting a document into a new pile. (3) 
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Users can add text to the display to label the piles or or-
ganize their work. Finally, (4) we improved the format-
ting of the tooltip article display to make it easier for 
subjects to grasp the article’s content at a glance. We 
limited the number of articles to 100, to match the collec-
tion size we used in Study 2. 

 
Figure 3. Time to move a new document and (below) the 
number of times a document was moved into a cluster in 
each of the four different studies. 

 As shown in Figures 2 and 3, the changes in behavior 
were dramatic. Subjects (N = 6) moved significantly 
many more documents with Grokker2 than they did even 
with paper. More interestingly, even though the time to 
access the full document was as fast as paper, if not 
faster, subjects were content to use the short summaries 
that were provided on average 197 times and only read 
the full article 41 times. The tooltip summaries were 
judged to be more useful by subjects since they were con-
tent to read the summaries, even though bringing up the 
full document was faster than paper.  This was evidently 
because the tooltip summaries were even faster to access. 

5. Analysis  
From our video analysis of the way people use physical 
piles to understand a collection, it became clear that peo-
ple have very high facility for using paper news articles: 
the cost of access is very low, a person’s ability to skim 
the article and get the gist is very fast (< 1 second), and 
paper can be sorted into informal clusters (piles) at a very 
high rate (~30/minute).  Further, the creation of represen-
tations—even hierarchical clusters defined by positioning 
on the physical desktop and overlapping layouts—is 
quite good.  In our experimental setup, a desktop of 1 
meter x 0.9 meters could easily support 20 different clus-
ters.  More importantly, since the clusters were self-
defined (by direct piling while browsing through a col-
lection), the analysts didn’t require time for additional 

study to understand what was in the cluster.  Informality 
worked to the user’s advantage. 

Figure 4. Grokker2 display created by a user. Each rectan-
gular icon represents one document; the tooltip window is 
shown for one document as the user hovers over a docu-
ment. 

 By contrast, scanning is easy in the electronic tools but 
hard in paper.  Grokker2 is successful at this task because 
by using direct manipulation, it reduces the time it takes 
to access and move a document, by as much as a factor of 
10.  This has a direct impact on the number documents 
that are moved between.  With the re-design of Grokker 
to more closely model the cost structures of paper, we 
found that users indeed act more as though they were 
working with the facility, grace and speed of paper. 
(From version 1 in Study #1 to version 2 in Study #3.)   
 With paper and Grokker2 a document could be placed 
neatly into only one cluster, but physical layout can be 
used to split the difference in ambiguous or as-yet unre-
solved categorization.  This physical layout ambiguity is 
an important resource for representations, particularly 
when the representation is evolving or emerging from 
analysis.  [Marshall & Shipman, 1997] 
 Subjects using eClassifier and SSIGS made a relatively 
small number of re-organizations (6.5 in eClassifier, 14.5 
for SSIGS) after have the system automatically clustered 
the articles.  Why was that? Were the clusters good 
enough, or was the cost of reorganization so high as to 
dissuade reorganization? Our experiment on Grokker2 
answered this question by showing a surprisingly high 
number of re-organization movements when the subjects 
were given cluster structures on the interface. With the 
extreme low cost of moving in Grokker2, subjects freely 
reshape the existing semantic clusters to fit their needs. 
 A key insight in these studies is that the cost structure 
for using each of these tools and representations is very 
different.  Figures 2 and 3 illustrate this point: the most 
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common operations of accessing, moving and organizing 
documents vary tremendously from system to system—
with the consequent effect that the number of documents 
seen, managed and used are very different, even in so 
small a study over such a short amount of time.    

6. Conclusions 
Clearly, the big disadvantage of physical documents is 
that the methods won’t scale for extremely large docu-
ment collections or flow rates.  Obviously, automatic 
clustering and the use of tools to help organize large 
document collections will dominate any cost structure 
when the number of documents gets sufficiently large.   
 How can we take advantage of this study?  It became 
strikingly clear that the cost structure of paper documents 
and pile use has several key points:  the time cost of di-
rectly accessing the contents of a document, the time cost 
of creating an informal (but highly useful) cluster, and 
the time cost of assessing an existing cluster. Small 
changes in the time properties of these actions can cause 
dramatic effects in the ability of a user to see, manage 
and understand the corpus.    
 As Gray [2004] has shown, even milliseconds matter 
when it comes to making tradeoffs between choosing to 
look for information available on the desktop or to access 
an internal memory.  When faced with many thousands of 
milliseconds difference in the interface designs of our 
tools (e.g., the difference between eClassifier and Grok-
ker2), we find huge differences in the number of docu-
ments seen and understood by the subjects.   
 Our plan is to continue to study these behavioral trade-
offs that are made by analysts on the basis of the inter-
face properties and their effect on the cost structure of 
sensemaking.  In the process, we hope to identify addi-
tional behaviors and interface designs that will be able to 
significantly amplify the analyst’s ability to work with 
and understand extremely large document collections.    
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